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Classification and Feature Selection

Scientists are constantly classifying objects
based on observation: A Drosophila geneticist
sexes flies; a taxonomist sorts butterflies ac-
cording to genus and species; a physician in-
terviews patients, observing symptoms and
rapidly classifying patients according to their
disease, and predicting how they will respond
to various therapies. The most successful pa-
tient interview is accompanied by prior
knowledge of what questions to ask, and
which observable variables (“features”) are
most salient to the classification problem at
hand. Although the process of learning sa-
lient features in biology and medicine has tra-
ditionally been based on a combination of
experience, intuition, and anecdotal evi-
dence, it has increasingly been approached
from a statistical perspective. However,
choosing patient features salient to diagnosis
from among tens of thousands of potential
features, after drawing on experience from
only tens of patients, is a whole new ball
game. This is the challenge facing those who
seek to derive diagnostic markers from gene
expression array data.

Cancer Diagnostics from Array Data

Diagnostic and prognostic marker develop-
ment is perhaps the most profound promise
of mRNA and protein expression data. Mark-
ers discovered via expression arrays should,
in the not too distant future, assist disease
detection, disease classification, and possibly
choice of therapy for specific patients. The
feasibility of discriminating types of cancer
with array data was shown previously by
Golub and coworkers (Golub et al. 1999),
who were able to distinguish acute myeloid
leukemia (AML) from acute lymphoblastic
leukemia (ALL). “Feature selection” (marker
gene selection) was accomplished using a
score (similar to a Student’s t statistic) mea-
suring, for each gene, the difference and sepa-
ration in expression levels between ALL and
AML. To perform a prediction on a tissue
sample of unknown type, the selected fea-
tures (genes) each cast a weighted “vote” for
one of the possible tissue types. The weights

are determined by similarity of the measured
expression in the unknown sample to mea-
sured expression in the previously observed
ALL or AML training samples. A classification
method such as this, that is trained on an
example data set, is called supervised learn-
ing. The feasibility of prognosis using expres-
sion data was shown by Alizadeh and col-
leagues (Alizadeh et al. 2000). They predicted
response by patients with B-cell lymphoma to
chemotherapy, using a combination of tissue
sample clustering on the basis of all features
(an example of unsupervised learning) and
intuition about the biology of B-cell lympho-
mas to do feature (gene) selection. Another
round of tissue sample clustering using only
the selected features was shown to separate
patients by chemotherapy response.

Feature Wrappers

In this issue, Xiong and colleagues (Xiong et
al. 2001) attack the problem of feature selec-
tion and marker discovery from array data us-
ing a “feature wrapper” approach. The guid-
ing principle of this approach is that the fea-
tures which can best be used for classification
of the tissue sample should be chosen. A con-
sequence of this principle is that one must
know exactly how tissue samples will be clas-
sified before feature selection can be done.
The process of feature selection wraps around
the classifier in the following procedure
(sometimes called a “jackknife”):

(1) A candidate set of features is considered.
a. Tissue samples are divided into training

and test sets.
i. The classifier is trained on the training

set of tissue samples.
ii. The classifier is used on the test set of

tissue samples.
b. Step 1(a) is repeated with alternative di-

visions into training and test sets.
c. The candidate feature set is evaluated us-

ing all classifications from 1(a)(ii).
(2) Step 1 is repeated with another candidate

feature set.

In this way, many candidate feature sets are
evaluated using the training set of tissue
samples, and the feature set that performs
best is chosen. Xiong et al. have utilized this
feature wrapper approach and compared the
performance on three popular classification
methods: Fisher’s linear discriminant analysis

(LDA), logistic regression (LR), and support
vector machines (SVM).

A major advantage of the feature wrap-
per approach is accuracy, because the feature
selection is “tuned” for the classification
method. Another advantage is that the ap-
proach provides some protection against
overfitting because of the internal crossvali-
dation employed by the jackknife approach.
Yet another advantage will become apparent
when classifiers are employed to distinguish
between more than two tissue types, because
most feature selection methods used to date
have been specific to binary classification.
One drawback of feature wrapper methods is
that the methods can be computationally in-
tensive.

Searching the Space of Feature Sets

Ideally, all possible candidate feature sets are
considered, but this is difficult for even mod-
est numbers of candidate features. For ex-
ample, exhaustively considering all feature
sets of size 10 from among 100 candidate fea-
tures would require evaluation of 2 x 1013

feature sets, and from among 10,000 would
require 3 x 1033 evaluations. At one evalua-
tion/per nanosecond, evaluating this many
feature sets would take more than a million
times the current age of the universe (Cayrel
et al. 2001). Clearly, clever strategies are re-
quired to search through the space of feature
sets. Xiong et al. evaluate two relatively
simple search procedures, sequential forward
search (SFS) and sequential forward floating
search (SFFS). The sequential forward search
procedure is:

(1) Choose the single best feature
(2) Choose the best feature set of size two

that includes the feature from (1)
(3) Choose the best feature set of size three

that includes the feature set from (2)
(4) And so on.

The sequential forward floating search pro-
cedure is similar, but allows for removal of
the worst feature in the evolving feature set
when this improves classifier performance.

Why is Feature Selection Important?

Feature selection is important because some
methods of supervised learning perform inac-
curately and/or slowly when asked to con-
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sider a large number of features. But even
when using classification algorithms that are
good at handling many features (such as the
SVM method used by Xiong et al.), there is a
more practical concern. The method of typ-
ing cancers must be reliable, inexpensive,
rapid, and easily performed for it to be em-
ployed by medical diagnostic laboratories. At
the moment, these criteria exclude expres-
sion arrays with thousands of genes, and fea-
ture selection is required to reduce the feature
set to a manageable number of genes.

Future Challenges

The major challenge in marker discovery is
obtaining sufficient numbers of tissue
samples, all collected in a uniform fashion
and in such a way that mRNA is preserved.
The importance of having enough patient
samples is paramount. Imagine that you are
posing 5000 yes-or-no questions to each of 10
patients and looking for those questions that
distinguish ALL from AML. Further, imagine
a worst-case scenario: The answers have noth-
ing at all to do with AML and ALL, but were
determined by patients flipping coins ran-
domly. On average, there will be eight ques-
tions (features) whose answer correlates per-

fectly with ALL and AML in the training set of
patients. Classifiers based on these eight fea-
tures will fail utterly in predicting cancer type
in new tissue samples.

Assuming that sufficient patient tissue
samples are available, there may be many
ways to improve the analysis methodology.
Because expression arrays are notoriously er-
ror-prone, analysis will inevitably improve if
knowledge of measurement error is incorpo-
rated. Different strategies for searching the
space of candidate feature sets might improve
feature selection. The space of candidate fea-
ture sets might be explored more exhaus-
tively using massively distributed computing.
Classifiers might be tuned to avoid prediction
errors that are most costly to the welfare of
patients. Classifiers that discriminate many
cancer types, rather than just two at a time,
have only recently emerged (Yeang et al.
2001), so we may expect future improve-
ments here as well.

Future Prospects

Extensive efforts are underway in academia
and the pharmaceutical industry to find
markers for disease detection, typing, and
choice of therapy for individual patients. The

value of early disease detection is clear, espe-
cially in cancer. The reality of personalized
medicine based on gene expression levels has
hardly been proven, but may soon save pa-
tients from grueling chemotherapy regimens
that are unlikely to succeed. Improved bio-
markers may soon resurrect drugs that might
otherwise fail in clinical trials because of toxic
side effects, using biomarkers to predict which
patients will have adverse reactions. These
potential features have everyone excited.
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